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1. Introduction
One of the first EPA analytical methods developed to analyze Volatile Organic Compounds
(VOCs) in drinking water was method 524.1. As GC-MS instrumentation advanced, with
improvements in sensitivity, reliability, and user experience, method 524.1 has either been
revised and updated or new methods have been developed. Currently, majority of
environmental laboratories analyzing volatile compounds in drinking water for compliance
purposes, use either method 524.2 or 524.3. One of the challenges faced by laboratories
performing this analysis is the lack of robustness and stability of BFB tuning. This study has
tested the newly released Shimadzu GCMS-QP2020 NX instrument and novel BFB tuning
parameter against the aforementioned methods and a study to determine the Method Detection
Limit (MDL) of the target compounds was also conducted. In this application, we demonstrate
that the performance of the new more sensitive instrument is optimal and traditional issues with
methods EPA 524.2/524.3 are overcome.

In the study, an EST Analytical Econ Evolution purge and trap (P&T) concentrator and
Centurion WS autosampler were interfaced to the Shimadzu GCMS-QP2020 NX (Figure 1). A
VOCARB 3000 (k) analytical trap was configured with the P&T unit. A narrow bore inlet liner
was used to improve peak shape and allowed high split injections when transferring sample
from the P&T concentrator. Data was acquired in full scan mode from m/z 35 to 330. Prior to
the MDL experiment, both the GC-MS and P&T instruments were conditioned. The P&T was
conditioned by baking the VOCARB 3000 trap at 260 oC for 8 minutes. The GC-MS column
was conditioned by removing the column from the MS, but still being connected to the GC
inlet; the GC oven temp was ramped from 35 oC to 280 oC and held for 20 mins before
returning to the starting method conditions. The experimental parameters for both GC-MS and
P&T systems are listed in Table 1.

All target compounds were purchased from o2si Smart Solutions, while internal and surrogate
standards were purchased from Restek Corporation. Individual stock standard solutions of
analytes were prepared by dissolving the target compound in methanol, purge and trap grade, at
100 ug/ml. Internal and surrogate standards for purging were prepared at 50 µg/L.

For the MDL study that was conducted over three days, 10 replicates of spiked blank water
samples were analyzed and the MDL for each compound was estimated according to procedures
outlined in the Federal Register [1] and using the mathematics equation listed below. In brief, 10
sample replicates were made at both 1.0 µg/L and 5.0 µg/L. These samples were analyzed on the
GCMS-QP2020 NX and their standard deviation was calculated. To calculate the MDL, the
formula listed below was used where the standard deviation was multiplied by the student’s t
value for a 99% confidence level at n-1 degree of freedom.

MDL= T (n-1, 1-x =99) S

A single BFB tune file was used for all the analysis included in this study over the three days. 
This single BFB file was adequate for meeting criteria outlined by EPA for the analysis of VOCs 
by method 524.2. Table 2 shows the numeric results for BFB daily spectra check with respect to 
EPA tuning acceptance criteria from three representative sequences in the study: #1(first day), 
#2 (second day) and #3 (third day).

2. Experimental

Initial Calibration 

In the study, a calibration curve was prepared in the concentration range from 0.25 to 200 µg/L.
This linear range was used to estimate MDLs at both the 1.0 and 5.0 µg/L. The calibration
curves were evaluated according to method EPA 524 criteria using the percent relative standard
deviation (%RSD) of the calculated response factors (RF) for each data point in the curve. Also,
the coefficients of determination (r2) from a linear regression was used as an alternative to the
RF criteria. The results, summarized in Table 3, show that most compounds passed the EPA
method 524 RF criteria (RF %RSD < 20 %) indicating that the RF can be used for calculating
samples concentrations.

Continue Calibration Verification

Continuing calibration verification (CCV) standards were used throughout each of the three
sequences for the MDL study. When compared to the initial calibration curve all CCVs passed
the EPA requirement (the absolute areas of the internal standard and surrogates quantitation
ions should not decrease by more than 50% from areas measured during initial calibration). The
CCV recoveries for internal and surrogate standards ranged from 95.32 – 103.17.

Method Detection Limit

Ten 1.0 µg/L and 5.0 µg/L spiked samples were analyzed and the mean accuracy and
standard deviation for each analyte was calculated. The mean accuracy for all analytes at 1.0
µg/L ranged from 0.80 to 1.1 µg/L, while at 5.0 µg/L the mean accuracy ranged from 4.2 to 5.7
ppb. Standard deviation at 1.0 µg/L ranged from 0.020 to 0.19, while at 5.0 µg/L, standard
deviation ranged from 0.11 to 0.70.

Method Detection Limit (MDL) studies at 1.0 and 5.0 µg/L were estimated using the 10
replicate aliquots mentioned above. MDLs for each standard were able to exceed EPA method
524 criteria. At 1.0 µg/L the MDL ranged from 0.050 to 0.44 µg/L, while at 5.0 µg/L MDL ranged
from 0.28 to 3.7 µg/L. Figure 2 illustrates the estimated MDL at 1.0 µg/L for each target
compound. Colors used to highlight the compounds in Table 3 correspond to the specific MDL
ranges indicated in the legend from Figure 2.

4. Conclusion

Figure 1. Shimadzu GCMS-QP2020 NX

Table 3. Statistical results of initial calibration curve ranging from 0.5 to 200 µg/L 

The study results demonstrate the high performance of the Shimadzu GCMS-QP2020 NX in the
analysis of EPA method 524.2. The initial calibration curve showed that most of the targeted
compounds were able to meet the method’s %RF RSD requirement (< 20%), which is the EPA
primary initial calibration requirement. Results from the CCV also met the EPA requirements (the
absolute areas of the internal standard and surrogates quantitation ions should not decrease by
more than 50% from areas measured during initial calibration). All calculated MDL were within
the EPA requirement.

Results from a subsequent experiment will be presented in Poster 626-14P. In the subsequent
experiment, real world water samples were tested using EPA method 524.2 and BFB tuning
outline in this poster.

Figure 2. Calculated MDL for each compound highlighted in Table 3.

Replacement Consumables

MDL range (ppb)
0-0.1

>0.1-0.2
>0.2-0.3
>0.3-0.4
>0.4-0.5
>0.5-0.6

Note: Compounds in white in Table 3 are not included in Figure 2

Table 1. GC-MS and P&T operating condition

Table 2. Evaluation of BFB spectra from three different injections made prior to each method 524.2 
validation step 
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