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Mass spectrometry-based lipidomics and metabolomics generate extensive
data sets that, alongwithmetadata such as clinical parameters, require specific
data exploration skills to identify and visualize statistically significant trends
and biologically relevant differences. Besides tailored methods developed by
individual labs, a solid core of freely accessible tools exists for exploratory data
analysis and visualization,whichwehave compiledhere, includingpreparation
of descriptive statistics, annotated box plots, hypothesis testing, volcano
plots, lipid maps and fatty acyl chain plots, unsupervised and supervised
dimensionality reduction, dendrograms, and heat maps. This review is inten-
ded for those who would like to develop their skills in data analysis and
visualization using freely available R or Python solutions. Beginners are guided
through a selection of R and Python libraries for producing publication-ready
graphics without being overwhelmed by the code complexity. This manu-
script, along with associated GitBook code repository containing step-by-step
instructions, offers readers a comprehensive guide, encouraging the applica-
tion of R and Python for robust and reproducible chemometric analysis of
omics data.

Advances in mass spectrometry and chromatography have boosted
thefields of biomedical and clinical lipidomics andmetabolomics, with
vast volumes of data being generated each day. The primary focus of
biomedical/clinical lipidomics and metabolomics studies is to investi-
gate the biological variation reflected by different lipid or metabolite
levels between analyzed groups1,2. However, lipid or metabolite con-
centrations in biological materials can be influenced by other factors,
including culture and growing conditions3,4, age5,6, sex5–7, dietary
habits8,9, smoking and drinking status6,10, medications11,12, circadian
rhythm1,13–15, or other comorbidities6,12,16–22. Data also exhibit unwanted

variation that can arise at multiple steps during the experiment23–25.
Extracting the biological variation without applying the right proce-
dures is complicated, leading to ambiguous or erroneous results.
Therefore, investigators collaborating within the International Lipi-
domics Society and theMetabolomics Society have created guidelines
for performing lipidomics and metabolomics experiments to improve
the quality of quantitative omics data, unifying experimental proto-
cols, and standardizing data reporting26–32. The variability of lipidomics
and metabolomics data can be reduced by following these
recommendations.
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A typical output of quantitativemeasurements is a tablefilledwith
lipid or metabolite concentrations measured across samples (obser-
vations). Usually, the number of variables/features (lipids or metabo-
lites) quantified in biological materials exceeds the number of samples
measured33. Lipidomics and metabolomics tables often contain miss-
ing values34–38 and outliers39. As a result, the concentration distribu-
tions for biological groups often deviate from a symmetric Gaussian
distribution, exhibiting left- or right-skewed patterns, with the latter
being usually more common. Lipidomics and metabolomics data are
also characterized by heteroscedasticity, which means that the spread
of variable values within examined biological groups may not be
comparable. Their concentrations can differ by orders of magnitude
even within the same biological class of compounds. However, more
abundant molecules may not necessarily be more important from the
biological point of view. The magnitude of alterations in metabolite
and lipid levels may also differ. Molecules involved in the tightly con-
trolled central metabolism are less prone to changes than those in the
secondary metabolism40. Concentrations of molecules from the same
subclass, class, or closely related metabolic pathways are likely to be
correlated41. Computed concentration values are affected by batch
effects resulting from fluctuations in the instrument’s response during
the sample sequence. To address this, the standardized datasets con-
tain additional quality control (QC) samples2. QCs can be obtained
simply by pooling small aliquots of all biological samples42 or pur-
chased, e.g., National Institute of Standards and Technology (NIST)
standard reference material (SRM) 195043 for metabolomics/lipi-
domics of plasma samples. Using QCs and blanks allows for evaluating
the quality of the obtained data, provides insight into technical
variability42, and is instrumental for normalization (e.g., removal of
batch effects)2,44.

Analyzing these complex data, scientists must acquire statistical,
computational, and data visualization skills to gain insights into sta-
tistically significant trends and relevant relationships hidden in their
datasets, being aware of their specific properties. Advancing knowl-
edge in statistics and programming is a demanding task with many
hurdles, particularlywhen transitioning froma graphical user interface
(GUI) to a text editor. Therefore, web-based, user-friendly tools have
been developed to facilitate data exploration, e.g., the MetaboAnalyst
platform45, LipidSig46, LipidSuite47, LipidMaps Statistical Analysis
Tool48, LipidomicsR [http://www.lipidomicsr.top/], or COVAIN49.When
using these platforms, the user is guided through a simple chemo-
metric pipeline, from uploading datasets to extracting and visualizing
the most significant information. User decisions are translated into
code that ultimately triggers mathematical operations, simplifying the
data mining. The novel Shiny app ADViSELipidomics has also been
introduced, covering preprocessing, analyzing, and visualizing lipi-
domics data50. Although these solutions suit novices in statistics and
chemometrics, more experienced users demand more flexibility, par-
ticularly in visualization. Complex lipidomics and metabolomics
datasets can be visualized in various ways. Lipidomic data can be
groupedbasedon commoncharacteristics, such as lipid subclass, fatty
acid composition, saturation, or a number of aggregate carbons.
Generating informative figures can be facilitated by at least basic R or
Python scripting skills.

This manuscript is structured in three parts: (i) data pre-
paration for statistical analysis, (ii) an overview and critical review
of key statistical methods and visualizations applied in lipidomics
and metabolomics – to build a solid understanding of the ana-
lyses, (iii) a beginner’s guide dedicated to those who want to use
R and Python for statistical analysis and visualization of clinical
lipidomics and metabolomics data. We also provide a GitBook
code repository containing scripts and step-by-step notebooks to
support the readers’ first steps with R or Python.

Data preparation for statistical analysis
Missing values handling in lipidomics and metabolomics
Missing values (NA, NaN) occur commonly in lipidomics and meta-
bolomics datasets and often arise from issues with peak picking,
integration, and alignmentor analytical factors, including, for instance,
matrix effects or lipid/metabolite abundance below the detection limit
(LOD), etc.25. Although there are statistical methods robust to datasets
with missing values, the general practice in lipidomics and metabo-
lomics involves the imputation of missing entries. The best practice,
however, involves investigating the reasons behind missing values25

and remeasuring or reprocessing the datasets, if necessary, as ran-
domly and frequently occurring missing entries can indicate potential
issues with data acquisition and/or processing methods.

Missing values in -omics data can be divided into three categories:
missing completely at random (MCAR),missing at random (MAR), and
missing not at random (MNAR). This classification relies on two types
of variables, i.e., observed variables (measurements present in a
dataset) andunobserved variables (measurements absent in a dataset).
In the case of MCAR, the missing values are independent of the
observed or unobserved variables, i.e., the absence of values is unre-
lated to biological or technical factors35,36,51,52, and it is the effect of a
purely randomevent, e.g., vials containing a few random samples were
brokenduring extraction. In the caseofMAR, themissing values canbe
connected to the observed data35,36,52,53, e.g., ion suppression of co-
eluting signals of analytes36,52. MNAR are linked to unobserved values
(so the values themselves), i.e., some lipid species or metabolites are
below the limit of the detection (LOD) in biological material using a
particular chromatography and/or mass spectrometry method set-
tings (so-called left-censored values)35,36,51–53.

Different strategies have been examined to address MCAR, MAR,
and MNAR in -omics data25,34–38,51–53. Among the most often listed are
imputation by a constant value (e.g., a percentage of the lowest con-
centration measured, a mean or median value for a lipid/metabolite,
etc.) (i), imputation by k-nearest neighbors (kNN) and its variants (ii),
or random forest (iii)25,35–38,51–53. Replacing NA values should not lead to
substantial changes to the information stored in the data. Due to the
varying nature of missing values (MCAR, MAR, and MNAR), a single
imputationmethodmight often be insufficient, especially whenMCAR
(or MAR) and MNAR coexist in a dataset, leading to better imputation
for one type over the other35,51. Additionally, MNAR is usually more
challenging to impute35,38,51, as relying on observed values to replace
the unobserved ones can introduce additional bias51. Columns with
lipids/metabolites with predominantly missing values are usually fil-
tered out before statistical analysis with a defined threshold (e.g., >35%
of concentrations missing)25. A recent study by Frölich et al. showed
that kNN-basedmethods can be used to impute bothMCAR andMNAR
in shotgun lipidomics data, performing better than random forest-
based imputation forMNAR35. Earlier, Do et al. and Armitage et al. also
recommended kNN-based imputation for replacing NA values in
metabolomics data36,37. Furthermore, Kokla et al. demonstrated that
random forest was the most effective imputation method for LC/MS
metabolomics data, with kNN-based imputation ranking just after it in
performance38. Wei et al. demonstrated that the random forest
method performed best for MCAR/MAR and quantile regression
imputation of left-censored data (QRILC) for MNAR in the case of
metabolomics data34. In lipidomics, MNAR data are often imputed
using a percentage of the lowest concentration for a lipid, which Frö-
lich et al. also identified as an optimal method when testing the half-
minimum (hm) imputation approach35.

More information and strategies for dealing with missing values
can also be found in the GitBook, including substitution by the per-
centage of the lowest concentration, a constant value, mean, median,
kNN, and random forest model.
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Data normalization and preprocessing
Generally, in all -omics sciences, data normalization aims to alleviate all
the unwanted sources of variation, so the spotlight in the final dataset
is only on the biological information of interest. Thus, data normal-
ization and removing unwanted variation are often used
interchangeably25,54. However, as noticed earlier by Olshansky et al. in
modern lipidomics and metabolomics heavily relying on data stan-
dardization, data normalization usually addresses analytical variation,
i.e., batch corrections and signal intensities (areas) recalculation
against specific analytical standards into concentrations25. For sample
amount normalization, pre-acquisition methods are preferred in
metabolomics and lipidomics. Typically, sample aliquots are normal-
ized based on volume,mass, cell count, protein amount, DNA amount,
or metabolite concentration (e.g., creatinine in the case of urine)55,56.
Further, several statistical post-acquisition normalizations exist, e.g.,
sum, median, probabilistic quotient normalization (PQN), maximal
density fold change (MDFC), quantile, class-specific quantile, etc.57.
The resulting lipid/metabolite concentrations are often further pre-
processed based on the assumptions of the statistical or machine-
learning methods used for data analysis. This primarily involves data
transformation (to stabilize themean or improve data interpretability)
and scaling (finding a uniform scale for all variables)40. Although ana-
lytical variation is typically well controlled, and specific post-
acquisition normalization methods can mitigate or correct datasets
affected by improper or missing pre-acquisition normalization, pre-
analytical variation is often difficult to account for. For example, in
most lipidomics and metabolomics studies, no control features are in
place to account for unwanted variation introduced during sample
collection, storage, and handling before the sample preparation step
and the addition of standards. Any unwanted alterations resulting
from ongoing metabolism can influence various lipid and metabolite
classes differently, complicating the control feature selection
process25. Finally, one should also be aware of different sources of
biological variation. Some may interfere with the variation of interest
and should be accounted for before comparing lipidomes/
metabolomes54.

Normalizations to standards in lipidomics and metabolomics, as
well as pre- and post-acquisition sample normalizations, have been the
subject of extensive reviews, comments, recommendations, and
research articles, e.g.26,29,31,55–60. Here, we briefly focus on batch cor-
rections and data preprocessing through transformation and scaling.

Batchcorrection inmetabolomics and lipidomics. Correcting batch
effects is critical to minimize unwanted variability that could
interfere with the biological differences. While batch effects are
briefly mentioned here, a more in-depth discussion can be found
in our GitBook, where QC-based algorithms such as LOESS
(Locally Estimated Scatterplot Smoothing) and SERRF (Systematic
Error Removal using Random Forest)61 are presented. These
algorithms leverage QC sample data to correct for systematic
measurement biases, including time-dependent drifts caused by
changes in chromatography or mass spectrometry conditions.
Additionally, randomizing sample run orders is recommended to
minimize the impact of batch effects. Readers are encouraged to
refer to the GitBook for detailed guidance on implementing these
approaches, including practical considerations for quality control
and batch correction.

Data transformation and scaling. Data transformation and scaling are
an essential omics data analysis step, and the researcher should be
aware of their purpose and impact. As an integral part of data pre-
processing, one should examine the effect of data preprocessing on
both the data structure - such as by comparing histograms or density
plots before and after preprocessing - and the interpretability, i.e., if
one still can derive meaningful insights after the transformation.

Typically, it is not recommended to apply more than one data trans-
formation or scaling method to a dataset.

Data transformation usually occurs before scaling. The need for
transformation depends on the structure of the data and the goals of
the analysis. Transformation often addresses skewness, hetero-
scedasticity (variance differences between groups or conditions),
extreme outliers, and non-linear relationships. Transformation helps
conform data more closely to the assumptions of certain algorithms,
taking into account factors like distribution, variance, and linearity.
Software and online platforms for analyzing -omics data often offer
logarithmic, square root, and cube root transformations. The log and
square root transformations can minimize the frequently occurring
right-skewness in lipidomics and metabolomics. Log transformation
also converts multiplicative relationships into additive ones, simplify-
ing the interpretation of results, e.g., when comparing lipid abun-
dances among different groups (fold change analysis). The cube root
transformation, used for negative predictor values, is rarely employed
in lipidomics and metabolomics. Figure 1 – A illustrates the selected
effects of applying the log transformation to the data. However, other
transformation methods that aim to do the same job exist, some of
which can also cope with different size volume and/or sample con-
centration (i.e., the size effect), such as the family of log-ratio
transformations62 or probabilistic quotient normalization63.

After transformation, the data are rescaled to ensure that all
values are on the same scale (as shown in Fig. 1B). Auto- or Pareto-
scalingmethods are often used in lipidomics andmetabolomics. A key
step of both is mean-centering, which involves subtracting the column
mean value from each entry. This process streamlines data inter-
pretation, shifting the focus towards differences40, i.e., a mean-
centered score close to 0 indicates outcomes near the average, a
score above 0 represents an above average level, and a score below
0 signifies a below average level. Mean centering does not influence
standard deviation or variance. Hence, in the next step, every outcome
is related to the standard deviation (Auto-scaling) or the square root of
the standard deviation (Pareto-scaling). Frequently selected Auto-
scaling adjusts each lipid or metabolite column so that the standard
deviation (or variance) is 1 and the mean is 0. The resulting score for
every entry indicates howmany standard deviations a particular value
is aboveor below themean,with0 representing the average, providing
a clearer view of the relative spread. Such scaling is crucial for statis-
tical methods sensitive to the variance of variables (lipids or metabo-
lites with larger variances can dominate the analysis). A good example
is principal component analysis (PCA), discussed in the following
section.

Given the importance of data transformation and scaling, we
provide more detailed information in the first section of the GitBook.

Overview of key statistical methods and visualiza-
tions applied in lipidomics and metabolomics
Methods for data exploration
Methods for data exploration can be characterized as univariate
(considering one variable at a time) or multivariate (examining multi-
ple variables simultaneously)64. Data exploration begins with the pre-
paration of descriptive statistics. Although univariate methods can
also be used in this step, it is important to keep inmind that omics data
are, in essence, multivariate.

Descriptive statistics. Descriptive/Summary statistics summarize
the basic properties of the dataset. At this step, measures of
central tendency are estimated, so-called location parameters,
which refer to a typical lipid or metabolite concentration value
for each biological group, a center of each distribution.
Depending on the shape of a distribution, the most typical value
within a biological group can be reflected by the mean (sym-
metric distributions only) or the median and the mode (better for
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skewed distributions) (Fig. 2)65–67. The typical value representing a
biological group is usually presented together with a measure of
dispersion, for example, standard deviation (SD), variance, range,
interquartile ranges (IQR)65,67, or the coefficient of variation (SD
relative to mean)67,68. Quartiles (25% percentiles) split the data
into four equal parts (Q1-4) after listing them in ascending order.
Deciles (10% percentiles - p10, p20, p30, etc.) are computed
similarly to quartiles and split data into ten equal parts67. Sum-
mary statistics can also contain information on contingency
tables (for presence-absence analysis) and parameters char-
acterizing the distribution shape, like skewness and kurtosis67.
This analysis allows the detection of potential outliers and implies
sample distribution properties. The initial investigation of rela-
tionships among variable concentrations is also a part of sum-
mary statistics. Here, covariance can be applied to indicate how
and in what direction concentrations of two lipids or metabolites
change together. Correlation analysis is often performed in lipi-
domics and metabolomics, which measures the direction and
strength of a relationship. Correlation ranges between –1 and 1,
indicating a strong negative or positive linear relationship,
respectively, while a correlation close to 0 indicates no linear
relationship exists between two concentrations67,69. The Pearson
correlation can be calculated for normally distributed samples of
populations, but it is sensitive to outliers. Instead, Spearman’s
rank correlation should be used, also for skewed distributions67,70.

Graphical representation of descriptive statistics using box plots.
Box plots co-plotted with dot plots thoroughly and unambiguously
depict individual lipid or metabolite distributions, while other types
of plots can be used for accompanying or extending descriptive
statistics (see GitBook). A typical Tukey box plot is shown in Fig. 2A.

This plot presents outlying values above fences (defined as
Q3 + 1.5·IQR and Q1 − 1.5·IQR for upper and lower, respectively),
minimum andmaximum values (highest and lowest values before the
upper and lower fence - corresponding to whiskers’ length), first and
third quartiles, and median71,72. The classic Tukey box plot accurately
depicts samples characterized by symmetric, normal-like distribu-
tions. However, skewed distributions are better captured using
adjusted box plots (Fig. 2B), which are not commonly used in lipi-
domics and metabolomics, even though they are available in R
packages like robustbase71 or litteR73. Box plots for skewed distribu-
tions redefine the lengths of whiskers (upper and lower fences) to
use a robust statistic that measures skewness, known as the med-
couple (MC) – a scaled median difference between the values of the
left and right half of distribution. ForMC ≥0 (positive skewness), the
box plot model is defined as Q3 + 1.5e3MCIQR (upper fence) and Q1 −
1.5e−4MCIQR (lower fence), while for MC < 0 (negative skewness) as
Q3 + 1.5e4MCIQR (upper fence) and Q1 − 1.5e−3MCIQR (lower fence)
(Fig. 2C, D). For data following the symmetric distribution (e.g.,
Gaussian), MC = 0, and the adjusted boxplot reverts to the standard
Tukey box plot (Fig. 2D)71. Box plots are frequently co-plotted with
dots corresponding to every data point to give better insight into the
sample distribution. To keep the figure informative and reflective of
the actual data, transparency, color, or fill color settings can be
adjusted, and horizontal jitter added to avoid overplotting (Fig. 2D).
In the case of paired samples (e.g., the same subjects measured
twice – see Fig. 2E), data points corresponding to the same patient
can be connected by lines for clarity. An inventive solution is a hybrid
of a density plot with a box plot, known as a violin plot74, which
preserves even more of the data structure (Fig. 2E, plot on the right).
The accompanyingGitBook presents a variety of box plots alongwith
the corresponding R/Python scripts.

A/ Transformation, e.g., log-transformation:
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Fig. 1 | Data transformation and scaling. A Possible consequences of the data transformation based on the log transformation (for more information, see GitBook).
B Simplified visualization of the effect of scaling on the dataset range.
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Univariate statistical methods
Fold change. After measures of central tendency are calculated for
each group, a fold change can be computed. Fold change is the ratio of
two mean concentrations (usually presented as log2 or log10 value) of
lipids/metabolites in a condition related to the control condition. The
ratios of medians or modes can be used for skewed distributions.

Statistical tests for comparing two biological groups. Statistical
tests are broadly applied to compare outcomes between biological
groups, e.g., differences in mean concentrations of lipids/metabolites
in the control and disease groups. The tests can be parametric or non-

parametric. The former covers all tests that make assumptions about
the distribution fromwhich the sample data is drawn. The latter can be
considered distribution-free tests and are not restricted by assump-
tions on the nature of the sampled population42,69.

The t-test is a parametric test to compare the location (i.e., mean)
of two random samples of continuous variables. If two samples are
independent, the unpaired t-test is used. In contrast, if measurements
involve, e.g., subjects pre- and post-intervention, a paired t-test is
applied42,69,75. While the latter assumes that differences between pairs
of values are approximately normally distributed, the former requires
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the sampled concentration of both variables to come from the normal
distribution with the same spread69,75 (variance, testable using an F-
test, for example) (Fig. 3A). Welch’s t-test is used if the variances of the
twogroups aredifferent (Fig. 3A)70,75. The t-statistic determines the test
outcome, i.e., whether to reject or not the null hypothesis. This statistic
is a scaled difference between the sample-estimated means, which,
under the null hypothesis, follows a Student’s t-distribution (akin to
the normal distribution but with heavier tails; Fig. 3C, D – example 1).
The null hypothesis can be that one mean is greater (or smaller) than
the other (one-sided test–only the probabilitymass in one tail of the t-
distribution is assessed) or test whether either is true (i.e., the means
are not equal; two-sided test – both tails are considered) (Fig. 3D –

example 1). Importantly, at the same significance level α, the one-sided
test is more sensitive69. However, as the direction of differences is
often unknown, the two-sided t-test is generally more suitable for
metabolomics and lipidomics.

The appropriateness of the t-test for lipidomics and metabo-
lomics data is debatable. In general, if its assumptions are met, it is
more powerful than its non-parametric counterparts76. However, its
resultsmayno longer be robust if assumptions are violated, typically in
the form of heteroscedasticity (presence of outliers or skewing) or
unequal, small sample sizes42 (e.g., <30). Although the use of non-
parametric tests in medical studies has increased, they are not always
necessary. When sample sizes are large (e.g., ≥200 observations per
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group), the t-test is robust even for highly skewed data76. In turn, the
application of non-parametric tests is almost always reasonable.
Although non-parametric tests are less powerful to pick up an effect,
the null hypothesis is rarely falsely rejected.

A distribution-free test, such as the Mann–Whitney U test
(also known as Wilcoxon rank-sum test), is typically a superior
option in the presence of outliers42 (Fig. 3A). The Mann–Whitney
U test assesses the null hypothesis that two collected samples
come from the same distribution (Fig. 3B). In the first steps of the
Mann–Whitney U test, all observations are pooled and sorted, and
ranks are assigned. Ties (e.g., identical concentrations) are
resolved by re-assigning the average of the initially assigned ranks
to tied values67. Then, the sums of ranks are calculated (RS1, RS2)
and used to compute the U-statistic for both groups. The smallest
U value is used for the two-sided Mann–Whitney test (Ux)
(Fig. 3C). Similarly to the t-test, the two-sided test is more suitable
for lipidomics and metabolomics data, hence, only this case is
discussed further. The p-value can be obtained based on Z-sta-
tistics (Fig. 3C, D), as U can be approximated to the normal dis-
tribution. Z-statistics can be computed based on Ux, the expected
value of U (n1 �n2

2 ), and the standard error of U (σU or σUcorr for ties)
(Fig. 3C, D). The null hypothesis is accepted or rejected based on
the critical z-values (zc)67.

Statistical tests for comparing three or more groups. If the study
involves multiple groups, e.g., healthy volunteers and patients split
into different disease stages, the omnibus test is computed for com-
paring all groups simultaneously. A single omnibus test allows for
maintaining type I error (i.e., incorrect rejection of the null hypothesis)
at the significance level α =0.05, in contrast to performing repeated
t-tests.

The parametric extension of the classical t-test for comparing
multiple groups is the one-way analysis of variance (ANOVA). The one-
way ANOVA tests the influence of one categorical variable (e.g., health
status) on one continuous variable (e.g., lipid concentration). Similarly
to the t-test, ANOVA assumes that all samples are drawn from popu-
lations with at least a symmetric distribution and approximately
similar variances and that samples in each group are independent69,77.
ANOVA relies on estimation of the so-called F-ratio. Assume m is the
total number of groups and n the total number of data points in the
dataset. Initially,means for all groups and the overall (grand)mean are
computed. The variability between groups is then calculated as the
sum of squared differences (SSB) between the group mean and the
grand mean, weighted by the number of observations in each group.
The variability within groups is the sum of squared differences (SSW)
between every data point and its respective group mean. The total
variability (SST) can then be described as the sum of SSB and SSW. The
meansumof squares between groups (MSB), i.e., variance, is simply SSB
divided by the degrees of freedom for groups, i.e.,m – 1. SSW divided
by the difference of the total number of data points and the total
number of groups (n – m) is the mean sum of squares within groups
(MSW). Finally, Fx is the ratio of the mean sum of squares between
groups (MSB) vs. within groups (MSW) or variance between groups to
variance within groups (Fig. 3C, example − 3)67,69,78. Under the null
hypothesis (no difference in means), the F-ratio follows F-distribution
(Fig. 3D, example − 3)69. If the obtained Fx is higher than a critical value
at α =0.05 (fc), the variation between groups is higher than the varia-
tion within the groups, and the null hypothesis is rejected, indicating
that at least one mean differs significantly from the others. Next, post
hoc tests can be performed to find which means differ77,79. Many post
hoc tests are similar to classic t-tests in their mathematical assump-
tions, computations, and null hypothesis (no difference in means).
However, applying multiple tests (one comparison per pair of groups)
again increases the chance of type I error occurrence. Therefore, most
post hoc tests contain a correction, e.g., a more conservative cut-off

compared to the t-test, which allows for maintaining the initial level of
significance (e.g., 0.05)79. Tukey’s Honest Significant Difference (HSD)
post hoc test is frequently used and efficiently controls type I errors
even without ANOVA. Hence, if a research question concerns multiple
comparisons solely, post hoc tests can also be applied directly.

A non-parametric Kruskal-Wallis test can be applied if the
assumptions of ANOVA are not met, particularly regarding the dis-
tribution of samples67,69. As an extension of the Mann–Whitney U test,
it requires three or more independent groups and a continuous
dependent variable (the measured variable, e.g., concentration of a
lipid or metabolite). The Kruskal-Wallis test examines if the rank sums
of the observations differ between groups69,80. If the shape and scale of
the sampled distributions are similar, the null hypothesis can be sim-
plified to equality between group medians. In the Kruskal-Wallis test,
ranks are assigned to all dependent variables ordered from the smal-
lest to largest, ignoring groups. Then, a rank sum is calculated for each
i-th group (Ri) along with the mean rank sum (Ri

ni
, with ni the number of

subjects in the group). Based on the mean rank sum, the total number
of observations in all groups (n), and the total number of groups (k),
the test statisticHx is computed according to the formula in Fig. 3C, D
(last example)67,69,80. For large sample sizes, it is possible to rely on the
approximation of H to χ2 distribution (chi-squared distribution). The
null hypothesis is rejected if the test statistic exceeds the critical χ2
value (p < α = 0.05)69. Dunn, Nemenyi, or Conover posthoc tests can be
used afterward81.

Graphical representation of statistical tests. The resulting fold
changes and test statistics for a set of molecules can be visualized
using a volcanoplot (seeGitBookor Fig. S3A). This typically plots a log-
transformedmeasure of effect size (e.g., log fold change) on the x-axis
and a negative log-transformed measure of statistical significance on
the y-axis (usually –log10(p)). This way, themost strongly dysregulated
features between the two groups appear in the top-left and top-right
corners of the plot. They are often labeled, allowing effective pre-
sentation of large omics data distributions and highlighting of essen-
tial results.

Additional box plots, bar charts, or dot plots are often generated
for the most interesting variables with p-values indicated explicitly or
implicitly via a variable number of symbols (e.g., asterisks) above bars,
box plots, and dots (see GitBook or see below).

Lipid maps and fatty acyl-chain plots. Although lipidomic data are
complex, it is possible to specifically visualize their biochemical and
structural associations. The specificity of lipidomic data, when com-
pared to other omics techniques, lies in the availability of structural
information in the names of lipid molecules. Typically, the lipid name
contains details about the specific lipid subclass and the composition
of fatty acyl chainswithin itsmolecule. This information,when coupled
with statistical analysis, can serve as the foundation for visualization
approaches based on lipid structural information and classification.
One option is to visualize systematic changes in the entire lipid classes
using lipid networks (sometimes called lipid maps). It is then possible
to further focus on structural aspects of lipids, such as carbon chain
lengths and the number of double bonds in their fatty acyl chains.

As for lipid networks, these are usually constructed using
Cytoscape82 [https://cytoscape.org/], where each lipid is assigned a
node and an edge identifier, where edges connect the nodes. Central
nodes usually represent lipid classes and subclasses, which are con-
nected to individual lipid nodes by edges. The nodes can be plotted to
reflect different statistical variables, usually differences are color-
encoded (effect size like fold change or Cohen’s D), while another
plotting parameter can reflect the magnitude (p-value of different
statistical tests, area under the curve (AUC)). With this visualization, it
is possible to observe systematic changes in entire lipid classes and
subclasses, which are often more important than changes in a single
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individual lipid. Examples of this visualization can be found in Fig. S3B
and in the GitBook, which also includes references to articles.

Another type of visualization is a fatty acyl chain structure plot,
where the x- and y-axes reflect, respectively, the number of carbons
and double bonds in fatty acyl chains. These plots are used to visualize
the structural composition of lipid classes, which is essential since
lipids typically exhibit class-specific patterns in living organisms. Spe-
cifically, within a class, either the entire class adheres to a specific
pattern, or there is a noticeable trend toward specific lengths/satura-
tion of lipids. Given the potentially large number of lipids within a
class, these patterns may not be apparent through the inspection of
individual lipids alone or using lipid networks. In this context, the
visualization of fatty acyl chain structure plots proves helpful, pro-
viding a rapid overview of the structure of the altered lipids and their
trends. Examples of this visualization are in Fig. S3C and the GitBook.

Multivariate statistical methods
Multivariate statistics can bedivided into unsupervised and supervised
methods based on whether the approach requires labeled data during
training2,70. We will focus on the most popular methods.

Unsupervised dimensionality reduction using principal component
analysis. Lipidomics and metabolomics data are high-dimensional
(i.e., many measured molecular species), hampering visualization and
analysis. Concentrations for several molecules are often correlated.
However, as a result, dimensionality reduction methods allow to

summarize this apparent high-dimensional dataset (e.g., 800 lipids) in
a low-dimensional space (e.g., 2D or 3D plots) using new uncorrelated
variables (components)83. While reducing the number of variables,
dimensionality reduction aims to keep as much of the meaningful
patterns of the original data as possible70,83.

PCA remains one of the most popular ways of visualizing lipi-
domics and metabolomics data64,70. In PCA, a matrix containing the
centered and eventually also scaled lipidomics or metabolomics data
(D) is decomposed into two orthogonal matrices: so-called score (S)
and loading (L) matrices (Fig. 4A)40,70,83. PCA essentially performs a
linear transformation of the data into a new coordinate system, where
most of the variation of the data occurs along a few axes, called the
principal components (PC). These PCs are linear combinations of the
original variables, and each subsequent one explains a smaller portion
of the total variance in the data than the preceding one (Fig. 4)70,83.
Figure 4B shows an example 2D representation (low dimensional
representation), known as a score or PCA plot, where PC1 (x-axis) is
plotted against PC2 (y-axis). Single points represent samples (obser-
vations). In Fig. 4B, two biological groups are presented using blue and
red colored points, corresponding to controls and patients with gout,
and the yellow dots represent pooled plasma samples (quality control,
QC). As PCA is a linear transformation, distances in PCA plots are
meaningful because similar samples will cluster together, while
divergent samples will separate. In Fig. 4B, looking at the score plot
along PC1, the separation between gout patients and healthy volun-
teers is observed (red dot vs. blue dots). Hence, we summarize that the
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main source of variance, accounting for 42.0% of the total variance,
separates samples along PC1 according to health status (healthy
controls vs. gout patients). Notably, removing the QC samples
from the PCA analysis does not affect the variance explained by PC1
(41.96% vs. 41.98%). The percentage of the total variance explained by
each PC is usually presented using a scree (or elbow) plot (Fig. 4C). A
benefit of PCA is that the PCs can often be interpreted by looking at
their loadings, which represent the relative contributionweights of the
original variables to PC (Fig. 4D). The sign of a loading indicates a
positive (negative) influence of the respective input variable on
the PC70. The PCA analysis shown in Fig. 4 can be reproduced using
the R script provided in the GitBook. An informative visualization
based on PCA is the biplot. It combines the scores and loadings into
one graph.

However, PCA is sensitive to differences in variance (scale) among
variables in a dataset. Therefore, most lipidomics and metabolomics
data require preprocessing, e.g., log transformation to stabilize the
variance, centering (subtracting themean), and scaling40,84. PCA can be
used to visually inspect whether biological groups are separated in the
data. Complex datasets visually represented using PCA canbe checked
for confounders by inspecting sample distribution patterns, e.g., bio-
logical, like age- or gender-related differences, or technical, including
batch effects or differences between collection sites. PCA also serves
as a tool for assessing analytical method stability, e.g., by including
balancedpooledQCs (fromall samplesmeasuredwithin the sequence)
to observe if they cluster in the middle of the PCA score plot. The
clustering of QC samples in Fig. 4B demonstrates the integrity of the
selected dataset.

Unsuperviseddimensionality reductionwith non-linear techniques.
Other dimensionality reduction techniques, primarily used for visua-
lizing high-dimensional data, are t-SNE (t-Distributed Stochastic
Neighbor Embedding)85 and UMAP (UniformManifold Approximation
and Projection). In contrast to PCA, these techniques are non-linear.
Interest in applying t-SNE and UMAP has recently increased in the
-omics field, especially for transcriptomics and genomics data.

The t-SNE algorithm has two stages. First, a high-dimensional
dataset X = {x1, x2, …, xn} is randomly embedded into a low-
dimensional (2D or 3D) dataset Y = {y1, y2, …, yn} (Fig. 5B)

85. For both
the high- and low-dimensional spaces, the pairwise distances of the
data points are converted into joint probabilities that represent simi-
larities (Fig. 5A, B)85. For high-dimensional data points xj and xi, simi-
larity is computed as the conditional probability pj|i under a Gaussian
distribution centered around xi (Fig. 5A). For data points that are close
together in the high-dimensional space, pj|i is relatively high, whereas
for data points that are more distant, pj|i will be extremely small85. In
the low-dimensional space, the pairwise distance of data points yj and
yi, is modeled using the conditional probability qj|i under a Student-t
distribution with one degree of freedom (also known as Cauchy dis-
tribution; Fig. 5B)85. If the low-dimensional data points yj and yi cor-
rectly model the similarity between xj and xi, then the conditional
probabilities pj|i and qj|i must be as close to each other as possible85.

Based on this consideration, the second stage of the algorithm
aims to find a low-dimensional data representation that minimizes the
mismatch between the two joint probabilities: pij and qij (Fig. 5C). The
latter is achieved by minimizing the Kullback–Leibler (KL) divergence
between the joint probability distribution P, for the high-dimensional
space, and the joint probability distribution Q, for low-dimensional
space as follows: KLðPjjQÞ=Pi

P
jpij log

pij

qij
85. In essence, the low-

dimensional data points are shifted to minimize the mismatch
between the low- and high-dimensional spaces (Fig. 5C).

UMAP essentially is similar, it first constructs a high-dimensional
graph representationof thedata and thenoptimizes a low-dimensional
graph to be as structurally similar to this as possible. Two key theo-
retical components of UMAP are local manifold approximations and

simplicial sets/complexes. UMAP assumes the high-dimensional data
approximately lie on a lower-dimensional manifold, i.e., a topological
space that locally resembles Euclidean space near each point.

To construct a topological representation (essentially, a weighted
graph) for thehigh-dimensional data, UMAP combines their local fuzzy
simplicial set representations (Fig. 6B)86. These are topological spaces
constructed by gluing together combinatorial building blocks called
simplices, where the fuzziness represents a decreasing likelihood of
connection. A k-dimensional simplex or k-simplex is formed by taking
the convex hull of k + 1 independent points87 (Fig. 6A). For the low-
dimensional data, the local manifold approximation is simplyRd (d is
Euclidean space dimension). Similar to the high-dimensional data, by
combining fuzzy simplicial sets, an equivalent topological repre-
sentation is constructed for the low-dimensional data (Fig. 6C)86.
UMAP then optimizes the layout of the data representation in the low
dimensional space, by minimizing its cross-entropy with the high-
dimensional representation, tomaximize structural similarity between
the two topological representations (Fig. 6D)86.

Comparison of unsupervised dimensionality reduction techniques.
Unsupervised dimensionality reduction techniques vary in computa-
tional efficiency, scalability, and ability to preserve data structure. PCA
is computationally efficient and scales well with large datasets. t-SNE,
while powerful for visualization and revealing local clusters, can be
computationally intensive and slow on large datasets. UMAP strikes a
balance, offering speed and scalabilitywhilepreservingmore structure
than PCA. In addition, compared to t-SNE, UMAPpreservesmoreof the
global structure of the data while still capturing local patterns. On the
other hand, PCA results are easier to interpret because they come from
a linear transformation. t-SNE and UMAP, being non-linear, produce
results that are more complex to interpret but can reveal more intri-
cate structures.

Supervised data exploratory methods based on Partial Least
Squares analysis. Supervised dimensionality reduction methods like
Partial Least Squares (PLS) and Orthogonal Partial Least Squares
(OPLS) can be considered as linear regression with latent variables,
here constructed to achieve maximal covariance between the covari-
ates and the response. As a result, compared to regular linear regres-
sion, (O)PLS can deal with high-dimensional data containing many,
possibly correlated variables and a limited number of samples. These
models can be applied to regression tasks, feature selection, and
classification (i.e., PLS-Discriminant Analysis, DA)33,70,88, making them
particularly useful for exploring lipidomics and metabolomics data.

PLS consists of five steps: (i) centering and eventually also stan-
dardization of variables, (ii) dimensionality reduction (computation of
linear combinations of predictors and responses), (iii) fitting a linear
regressionmodel using PLS components, (iv)model parameter tuning,
and (v) model application (Fig. 7). PLS starts from a data matrix of
measured concentrations (X) and a vector containing sample class
labels (the classification case), or continuous response variable (Y).
Both should be centered and scaled. PLS iterativelyfinds the directions
(latent variables, LV, marked as T in Fig. 7) in the X space that explain
themaximumvariance in Y (as opposed to PCA,which finds the axes of
maximal variance within X). Models can be tuned using k-fold cross-
validation or leave-one-out cross-validation (LOOCV) (see below), i.e.,
how many PLS components should be kept in the final model to
achieve the best performance (Fig. 7)33,70,88,89.

In 2002, OPLS was published90,91, which uses so-called orthogonal
signal correction tomaximize the explained covariance within the first
LV (Tp). In turn, the orthogonal LVs (To) cover the variance that is not
correlated to the response variables (orthogonal variance) (Fig. 7). In
effect, OPLS allows for separatemodeling of variations of predictors in
X correlated and uncorrelated to class labels stored in Y. This can
improve the model interpretability70,90,91.
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Before building PLS models, data should be split into training,
testing, and validation sets88. Usually, most data points are allocated to
the training set. Several techniques are used for model training and
tuning to avoid overfitting70,88,92. One of the most popular is k-fold
cross-validation, which splits the data into k equal parts, where k−1
parts are used for training, and one part is used to test the model. The
process is repeated k-times, and thefinal number of components in the
PLS model is decided based on model performance calculated as the
sumof squared differences of observed andpredicted response values

from k-fold cross-validation. For smaller datasets, LOOCV can be
applied.Here, oneobservation is left out, and the rest is used formodel
training. The process is repeated until every single observation has
been left out once for testing. The performanceof themodels can then
finally be assessed using a validation set, which has not been used
during the training-testing procedures88,92. In PLS-DA (orOPLS-DA), the
group labels are predicted for every sample, and probability ranging
between 0 and 1 is assigned88. In a two-class classification problem, 0
refers to controls, and 1 to conditions. A cut-off is selected, usually
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Fig. 5 | Conceptual overview of t-SNE. A–C t-Distributed Stochastic Neighbor
Embedding algorithm.AThe high-dimensional dataset needs tobeprojected into a
low-dimensional representation. A, B Pairwise distances of high- and low-
dimensional data points are converted into similarities using the joint probability
distributions P (Gaussian) and Q (Student-t), respectively. C The low-dimensional
representation that best resembles the high-dimensional dataset is found by
minimizing the KL divergence between the two joint probability distributions.

D, E 2D & 3D t-SNE scatter plots for a dataset composed of lipid concentrations
analyzed via the LC-MS in plasma samples of patients with gout (red dots) and
healthy subjects (blue dots). Created in BioRender. Demeulemeester, J. (2025)
https://BioRender.com/sg7f248. The dataset has been published byKvasnička et al.
in their manuscript Alterations in lipidome profiles distinguish early-onset hyperur-
icemia, gout, and the effect of urate-lowering treatment127.
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equal to 0.5, and all values below 0.5 belong to controls, while above
0.5 to condition.

PLS can yield informative visualizations. A score plot can be
obtained from two LVs of (O)PLS-DA93 (see GitBook), or similarly to
PCA – a biplot94. A performant (O)PLS-DA classifier will separate bio-
logical groups in its score plot. The discriminating features the model
has revealed can be presented using variable importance plots (VIP)70

or the S-plot for OPLS-DA (see GitBook)95. The S-plot is a scatter plot
depicting covariance (y-axis) and correlation (x-axis) between the
measured lipid or metabolite concentrations and the predictive
scores. The molecules that are farthest from the origin are considered
to be most important for discriminating between groups (see
GitBook)95. A loading plot presenting weights for two selected LVs can
also be shown94. For (O)PLS-DA, a receiver operating characteristic
(ROC) curve can show classifier performance across a range of

threshold values. The greater the area under the curve, the better the
classifier (AUC = 1 indicates perfect classification) (see GitBook)96.

Hierarchical clustering analysis. Clustering is broadly used in lipi-
domics and metabolomics to investigate similarities and differences
between groups of samples or features. For simplicity, we focus on
sample clustering (data points, observations), but these concepts may
readily be applied to features, too. In the first step of clustering, a
distance matrix is computed, containing the pairwise distances
between all samples. The most used is Euclidean distance, i.e., the
length of a straight line connecting one sample to the other. Hier-
archical clustering is an algorithm for grouping similar objects into
clusters. Generally, two types of hierarchical clustering are dis-
tinguished: agglomerative and divisive (Fig. S1A). The former starts
with every observation as a separate cluster and iteratively combines
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Fig. 6 | Uniform manifold approximation and projection algorithm.
A–D Uniform Manifold Approximation and Projection algorithm. A Examples of
simplices. B High-dimensional topological representation. C Low-dimensional
topological representation. D The layout of the low-dimensional topological
representation is optimized to maximally preserve the structure of the high-
dimensional graph.E, F 2D&3DUMAP scatter plots for a dataset composedof lipid

concentrations analyzed via the LC-MS in plasma samples of patients with gout
(red dots) and healthy subjects (blue dots). Figure adapted from86,87 and Created in
BioRender. Demeulemeester, J. (2025) https://BioRender.com/xcvtpps. The data-
set has been published by Kvasnička et al. in their manuscript Alterations in lipi-
dome profiles distinguish early-onset hyperuricemia, gout, and the effect of urate-
lowering treatment127.
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the closest clusters until only one remains. The latter approach starts
with all observations in one cluster and iteratively splits them until
each observation forms its own individual cluster. Among the myriad
of criteria for deciding which clusters to merge in agglomerative
clustering, Ward’s linkage is popular for agglomerative clustering of
lipidomics and metabolomics data, as it seeks to iteratively merge
those clusters that minimize within-cluster variance70.

Graphical representation of clustering analysis. Hierarchical clus-
tering can be visualized using dendrograms. These consist of

branches; samples on the same branch belong to the same cluster
(Fig. S1A, B). The most common are rectangular dendrograms plotted
vertically or horizontally (Fig. S1A), but circular (Fig. S1B) or triangular
dendrograms can also be used97,98. Dendrograms are frequently plot-
ted alongside heat maps of lipids or metabolites of interest70 with the
smallest p-values, the highest weights in PCA, or VIP scores from
supervised approaches like (O)PLS.Usingheatmaps, trends for sample
clusters can be readily captured if clustering is applied to features, too
(Fig. S1C, D).

Partial Least Squares (PLS) models
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2. Dimensionality reduction

3. Regress response (y)
on component Ti

(PLS coefficients computation - β) 
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Fig. 7 | Key steps of (O)PLS model preparation and application. X denotes the
matrix of predictors – with lipid or metabolite concentrations; Y is the vector of
responses; T and U – are scores for X and Y; C and D are loadings for X and Y,

respectively; E and F are residual matrices. For OPLS, the scores and loadings are
additionally split into predictive (p) and orthogonal (o) parts. If Y is a vector, no
decomposition is needed in step 2.
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Beginners guide to R and Python libraries for lipi-
domics and metabolomics data visualization
Getting started with R and Python
We strongly encourage using RStudio as the integrated development
environment (IDE) in the first individual steps of preparing simple R
scripts [https://posit.co/download/rstudio-desktop]. RStudio is one of
the most user-friendly graphical interfaces for R. It enables straight-
forward data loading, code preparation, highly organized data man-
agement, and simple generation and export of outputs (e.g.,
visualizations). RStudio also supports code optimization and debug-
ging. The RStudio Education platform [https://education.rstudio.com/
] canhelp streamline the learning path andprovide a beginnerwith the
latest updates on learning tools, e.g., the excellent book by H. Wick-
ham and G. Grolemund R for Data Science (2nd edition published in
June 2023)99. In the case of Python, we leverage Jupyter, a web-based
interactive computing platform for recording work in Notebooks
[https://jupyter.org]. The GitBook also contains an example of a
Jupyter Notebook application for R. The advantage of Jupyter Note-
books relies on creating a structured overview combining code and
outputs, which is particularly useful while working in a data science
team. Indeed, RStudio also provides the R Markdown tool [https://
rmarkdown.rstudio.com/], which is an integratedmarkup file operated
within RStudio that can contain both plain text and executable code
and is an excellent tool for producing reports and version control. The
instructions for installing R, Python, RStudio, R Markdown, and acti-
vating Jupyter Notebook for Python andR can be found in theGitBook.
In the text below, we will discuss packages (or libraries), referring to
collections of code, documentation, example (sample) data, and most
importantly – functions. To perform operations, functions need
parameters the user provides via function arguments. Functions can
be used, for instance, for plotting, performing computations, and
manipulating data. Specific functions may only become available after
downloading, installing, and loading the appropriate packages (see
Gitbook examples). Common packages can usually be downloaded
from repositories, such as the comprehensive R archive network
(CRAN; [http://CRAN.R-project.org]); the Python package Index (PyPI;
[https://pypi.org]); or resources like Bioconductor project delivering
open source and open development software for bioinformatics
[http://new.bioconductor.org]. All commands and functionality pro-
vided by a package are described in its vignettes (or library doc-
umentation). Occasionally, additional information and tutorials are
published in the form of a GitHub book, or simply – a blog, or even
YouTube-based tutorials. Authors of widely used packages also create
discussion groups or forums for users to discuss issues or to report
bugs (coding errors) in the packages. One such example of a coding
forum, whichwe recommend users of all levels to search for solutions,
is Stack Overflow [https://stackoverflow.com]. The complementary
GitBook to thismanuscript contains scripts, which are regular text files
containing R/Python commands.

Below,wepresent a collection of packages for data science, with a
focus on applications in lipidomics andmetabolomics.Wehave strived
to highlight packages offering publication-quality outputs with mini-
mal command complexity while also considering their flexibility for
output modification, simplicity of installation, and the comprehen-
siveness of vignettes and supporting materials. A summary of all the
information is also provided as a table (Supplementary Table 2).

Data pre-processing and descriptive statistics in R and Python
R provides two excellent collections of packages that can be used to
deal with data processing, namely tidyverse [https://www.tidyverse.
org]100 and tidymodels [https://www.tidymodels.org]. The first collec-
tion is useful for general data science, speeding up and simplifying
data importing and preparation, i.e., tidying, manipulation, and
programming100. The second collection gathers packages facilitating
every machine-learning step. Both collections constitute a complete

solution for all initial operations, which are performed before statis-
tical computations and visualization, for instance, defining column
types in a data frame, missing values imputation, filtering, reorgani-
zation, selection of vectors, matrices, strings, or their elements,
transformations, and scaling. All packages share similarities
regarding design philosophy, data structures, and grammar100.
Complex operations on the data can be performed within a single
line of code using explicit commands (e.g., arrange(), select(), filter(),
slice(), glimpse(), pull(), summarize(), mutate(), etc.) and chained toge-
ther via functions called pipes (e.g., %>%), creating an efficient pipeline
for data cleaning and preparation100. Suchpipelines can also be used in
the next step for statistical computations and visualizations, as func-
tions from tidyverse and tidymodels are often compatible with com-
mands from newly created libraries for statistical data analysis.
Examples of such operations for tidyverse packages are presented in
the GitBook.

The preprocessed data frames with normalized data can then be
used for data quality assessment (DQA) and computing summary
statistics. A large number of packages for DQA is available on CRAN,
and a detailed analysis was performed by Mariño et al.101. Several
solutions in R allow the obtaining of detailed tables with descriptive
(group) statistics using a single command. Publication-ready tables
with summary statistics can also be obtained in R using, e.g., the
gtsummary package [https://www.danieldsjoberg.com/gtsummary]102.
Selected packages and commands suitable for beginners are pre-
sented in Table S1 and the GitBook. Complementary to the descriptive
statistics, correlations for all variables can be easily computed, e.g., via
ggpubr [https://rpkgs.datanovia.com/ggpubr/], rstatix [https://rpkgs.
datanovia.com/rstatix/], or Hmisc packages [https://CRAN.R-project.
org/package=Hmisc], or by basic R command cor().

However, most patterns and descriptive statistics can be visua-
lized using R’s plotting capacities. Examples of the most user-friendly
libraries for novices are presented in Fig. S2. Beginners in R can rely on
solutions like ggpubr (publication-ready plots, [https://rpkgs.
datanovia.com/ggpubr/]), tidyplots103 (publication-ready plots,
[https://tidyplots.org/]), ggstatsplot (based plots with statistical
details, [https://indrajeetpatil.github.io/ggstatsplot/])104, dlookr
[https://choonghyunryu.github.io/dlookr/], DataExplorer (diagnosis,
exploration or transformation of data, [https://boxuancui.github.io/
DataExplorer/]), GGally (excellent visual summary of descriptive sta-
tistics, [https://ggobi.github.io/ggally/]), or ggplot2 [https://ggplot2.
tidyverse.org/]. Most of these packages wrap plotting and customiza-
tion into one function, with significant flexibility in modifying the
output. Furthermore, these libraries are compatible with tidyverse and
tidymodels collections, or are a part of them (ggplot2), reducing the
code complexity100. The interactive R graphics are created, e.g., via the
plotly package [https://plotly.com/r]. However, the code for generat-
ing sophisticated charts can get complex, and experience may be
necessary to prepare appropriate scripts. Usually, the more customi-
zationdesired, themore likely directuseof the ggplot2 library itselfwill
be required. R scripts for preparing all plot types from Fig. S2 are
presented in the GitBook.

In Python, pandas [https://pandas.pydata.org] is the package of
choice for importing and manipulating tabular raw data. Pandas can
read delimited text, Excel, and database files, and stores these in a
DataFrame object (for 2-dimensional tabular data) or in a Series object
(for 1-dimensional data). These objects allow for an easy access to data
in rows and columns by means of their indices or names. Moreover,
pandas can handle missing data and has a wide range of built-in
functions that allow manipulations, such as filtering, reorganizing,
scaling, and transforming the data. Similar to R, simple descriptive
statistics for both numeric and categorical data can be obtained in
pandas with a call to a single function (describe). Pandas also has a
powerful group by functionality that allows for data aggregation,
allowing summary statistics to be calculated per group.
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There are several options to visualize pandas’ descriptive statis-
tics as either data tables directly or as figures, such as bar charts, box,
and density plots. In Jupyter Notebook, the pandas’ tables can be dis-
played directly in the browser. To obtain tables formatted to pub-
lication standards, pandas has several export options to enable
rendering by other programs, such as LaTeX. For figures, the most
comprehensive solutions in Python are matplotlib [https://matplotlib.
org] and plotly packages [https://plotly.com/python]. Several alter-
natives are available, however, that simplify plotting, although this
typically comes at the cost of flexibility. Seaborn [https://seaborn.
pydata.org/], based on matplotlib and plotly express [https://plotly.
com/python/plotly-express] allows plotting and customization within
a single function. Simple plots canbecreated frompandasDataFrames
directly with a single function call on the DataFrame (bar, hist, box,
density, area, scatter), which also relies on matplotlib or plotly under
the hood.

Univariate statistics in R and Python
The rstatix package [https://rpkgs.datanovia.com/rstatix] is a good
option for novices to begin with statistical testing in R (see also Git-
Book). This library is compatible with tidyverse tools, including pipes
and commands for modifying data frames. After data pre-processing,
data frameswill often be in thewide format (unique features in thefirst
column, followed by samples in the remaining columns). However,
performing univariate statistics in this format is not advised as it
requires performing a row-wise operation on each column individu-
ally. One of the simplest solutions to overcome this issue is to trans-
form the lipidomics or metabolomics data from their regular wide
format into a long data frame (features repeatedly appear in the first
column for every time they are measured) (Fig. 8A). The long data
frame can then be passed via a pipe to a function from the rstatix
library to perform basic hypothesis testing, e.g., t-test/Mann–Whitney
U test, ANOVA/Kruskal-Wallis test, TukeyHSD/Dunn posthoc (Fig. 8A).
Additionally, long data frames are also handy for plotting selected
data, however the formatmay not be suitable for performing complex
computations, e.g., machine learning applications. If in doubt, users
can always refer to examples given in the RDocumentation for the
function, which can be easily accessed by placing the caret in the
function name and pressing F1. The output of the statistical test
function call is a data frame containing information on test type, the
total number of observations, test statistics, degrees of freedom, and
p-value. The table can be extended by additional corrections to the p-
value and significance symbols (asterisks) graphically representing the
p-value. If more advanced pairwise comparisons are required, the
PMCMRplus [https://CRAN.R-project.org/package=PMCMRplus] pack-
age can be used81. Univariate statistics can also be performed and
extracted as publication-ready tables via the gtsummary package
(Fig. 8B; GitBook). Publication-ready plots with a graphical repre-
sentation of univariate test results and descriptions can be produced
by functions from the ggstatsplot package (Fig. 8C)104. Good alter-
natives are also available in the ggpubr package. The data frames
generated by rstatix can be modified to contain the information
necessary for plotting statistical annotations, which can then be added
to ggpubr or ggplot2 plots via stat_pvalue_manual() function from the
ggpubr package. Examples are shown in Fig. 8D.

The results of the two groups’ comparisons can be represented
by publication-ready volcano plots, which can be prepared using
the EnhancedVolcano library [https://github.com/kevinblighe/
EnhancedVolcano] (Fig. S3A) from the Bioconductor collection.
Interactive volcano plots can be generated via plotly (see GitBook). An
alternative to volcanoplots is lipidmaps (lipid networks), which canbe
constructed using the Cytoscape software based on data exported
from R (Fig. S3B) or fatty acyl-chain plots generated via ggplot2
(Fig. S3C). The guide for preparing all of these plots is presented in the
GitBook.

In Python, themost comprehensive package that offers univariate
statistical hypothesis testing is statsmodels [https://www.statsmodels.
org]. Statsmodels is focused on the tests and does not provide visua-
lization. Drawing statistical annotations on matplotlib plots, such as
lines and asterisks to indicate significance, is left to the end user using
low-level drawing functions. Recently, the statannotations package
[https://pypi.org/project/statannotations] was created to address this
by drawing statistical annotations automatically on matplotlib and
seaborn plots. It has the drawback that, compared to statsmodels, it is
limited in the statistical tests it supports.

Multivariate statistics in R and Python
Several options are available for PCA in R, including base R and
packages from Bioconductor, such as pcaMethods105,106, ropls107,108,
mixOmics [http://mixomics.org]92. Beginners should start with the
simplest options available, such as the ropls package, which provides
scores and loadings plots, a scree plot, and the dataset diagnostic plots
based on two commands, additionally allowing for scaling of features
inside the PCA-computing function. Another method relies on com-
puting PCA on transformed and scaled data using the base R com-
mands princomp() or prcomp(). Then, the output can be visualized
using the ggplot2-dependent package factoextra [https://rpkgs.
datanovia.com/factoextra/] as score and loading plots, a scree plot,
and biplots. PCA output can also be plotted using ggplot2 directly, or
interactive plots can be produced using plotly. Examples showing
these solutions are presented in the GitBook. Likewise for t-SNE and
UMAP, there are several implementations both in Python and R. For t-
SNE, the most commonly used libraries are sklearn.manifold.TSNE
(Python) and Rtsne (R) [https://cran.r-project.org/web/packages/
Rtsne/index.html]. For UMAP, the most common Python package is
umap-learn [https://umap-learn.readthedocs.io/en/latest/], and in R is
the umap library [https://cran.r-project.org/web/packages/umap/
index.html], which is built upon Python implementation.

For (O)PLS, R provides two Bioconductor packages – mixO-
mics (PLS)92 and ropls ((O)PLS)108. While performing the super-
vised dimensionality reduction and obtaining a scores plot for (O)
PLS is manageable for beginners, training a regression model is
more demanding from both a mathematical- and coding point of
view. Although both mixOmics and ropls enable training models
and applying them to particular tasks, the caret R package
[https://CRAN.R-project.org/package=caret] can facilitate ana-
lyses by unifying model training, tuning, and predictions, pro-
viding one strict pipeline through uncomplicated commands109.
Alternatively, tidymodels offers a unified pipeline for training PLS
model relying on mixOmics engine. Both caret and tidymodels are
compatible with pROC (preparation of ROC curves) to evaluate
model performance96. The application of caret, tidymodels with
mixOmics, and ropls libraries, including training of (O)PLS-DA
models, is presented step-by-step in the GitBook.

The dendrograms and (associated) heat maps described here
(Fig. S1) are generated in R using two Bioconductor packages –

ggtree97,98 and ComplexHeatmap110–112. Both libraries have detailed
vignettes and tutorials suited to novices and experts. The tidyHeatmap
[https://stemangiola.github.io/tidyHeatmap/] is another useful R
package designed for pipe-friendly, modular heatmap production
based on tidy principles113. Finally, Bioconductor provides a package
InteractiveComplexHeatmaps114,115 for turning ComplexHeatmaps out-
puts into interactive graphics.

In Python, the scikit-learn package [https://scikit-learn.org/stable]
provides comprehensive multivariate data analysis and includes
functions for data pre-processing, clustering, regression, classification,
and dimensionality reduction. As is typical in the Python ecosystem,
scikit-learn does not offer built-in data visualization but rather requires
the user to supply its output to an external plotting package, typically
matplotlib or seaborn. The scikit-learn documentation does, however,
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provide examples of how to plot the analysis results with matplotlib.
The application of scikit-learn and Seaborn to PCA and PLS-DAmodels
is presented step-by-step in the GitBook.

Conclusions and perspectives
This review aims to bridge the gap between theory and application,
offering a comprehensive understanding and allowing effective utili-
zation of key statistical methods in lipidomics and metabolomics. By
providing access to a range of R and Python tools via a GitBook
repository, it equips researchers with practical resources to begin
using these programming languages for statistical data analysis.

There is a noticeable trend toward making R and Python tools
more accessible for beginners, evident in the development of libraries
such as ggpubr, ggstatsplot, or tidyplots for R, as well as seaborn for
Python. These libraries allow users to perform advanced data analysis
or visualizationwith just one function. Simultaneously,more advanced
R users rely on access to comprehensive modular solutions (all-in-one
collections), where often an R object is initially created and then
downstream processed through a series of libraries that streamline
each step of data processing andmining. For instance, capable R users
can process a variety of raw mass spectrometry data with tidyMass116

[https://www.tidymass.org/], RforMassSpectrometry [https://www.

Subject Status Lipid 1 Lipid 2 Lipid 3
Patient 1 Cancer 1.3 0.05 10.4
Healthy 1 Healthy 2.5 0.01 15.2
Patient 2 Cancer 0.9 0.10 9.9
Healthy 2 Healthy 3.5 0.03 12.3

Subject Status Lipid Concentration
Patient 1 Cancer Lipid 1 1.3
Patient 1 Cancer Lipid 2 0.05
Patient 1 Cancer Lipid 3 10.4
Healthy 1 Healthy Lipid 1 2.5
Healthy 1 Healthy Lipid 2 0.01
Healthy 1 Healthy Lipid 3 15.2
Patient 2 Cancer Lipid 1 0.9
Patient 2 Cancer Lipid 2 0.10
Patient 2 Cancer Lipid 3 9.9
Healthy 2 Healthy Lipid 1 3.5
Healthy 2 Healthy Lipid 2 0.03
Healthy 2 Healthy Lipid 3 12.3

pivot_longer(...) 
(tidyverse)

group_by(Lipid)
(tidyverse )

Subject Status Lipid Concentration
Patient 1 Cancer Lipid 1 1.3
Patient 1 Cancer Lipid 2 0.05
Patient 1 Cancer Lipid 3 10.4
Healthy 1 Healthy Lipid 1 2.5
Healthy 1 Healthy Lipid 2 0.01
Healthy 1 Healthy Lipid 3 15.2
Patient 2 Cancer Lipid 1 0.9
Patient 2 Cancer Lipid 2 0.10
Patient 2 Cancer Lipid 3 9.9

…

Grouping of lipids 
for statistical testing 
without rearranging 

the table

Statistical testing of 
multiple lipids at once 
(no loop is necessary)

Loop through columns 
needed for statistical 

testing of multiple 
variables

Table with t-test results for all lipids
Outcome from 

the pipeline

Wide format

Long format

A basic R pipeline for t-test for all lipids (metabolites) in the data frame:

…

…

…

A/

Significance from 
post hoc tests denoted

as asterisks
stat_pvalue_manual()

Adjusted box plots for 
skewed distributions

ggplot()
+ stat_adj_boxplot ()

C/

D/

e.g. t_test(Concentration ~ Status)
(rstatix)

Omnibus test results Post hoc tests results

B/

data %>% pivot_longer(…) %>% group_by(Lipid) %>% t_test(Concentration~Status)

Fig. 8 | Hypothesis testing in R: t-test example. A A pipeline for performing
statistical test for all lipids (metabolites) in a data frame relying on the tidyverse and
rstatix packages. B R-generated publication-ready table containing elements of
descriptive statistics (median, IQR), the total number of observations ineach group,
and a p-value from the Kruskal-Wallis test – based on the gtsummary package.

C Violin box plots with complete univariate statistics obtained via a single ggbet-
weenstats() function from ggstatsplot package. D Box plots adjusted for skewed
distributions (ggplot2 and litteR libraries) with results of Dunn post hoc test
depicted using asterisks (ggpubr package).
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rformassspectrometry.org/], MetaboAnalystR117 [https://www.
metaboanalyst.ca/docs/RTutorial.xhtml], or well-developed xcms
package118–120 [https://www.bioconductor.org/packages/release/bioc/
html/xcms.html]. Then, perform initial analysis and visualization
within these libraries, and finally create sophisticated, publication-
ready, high-quality graphics using tidyverse, ggpubr, plotly, or specia-
lized -omics libraries like lipidr121 [https://www.lipidr.org/] and
LipidSigR46 [https://lipidsig.bioinfomics.org/lipidsigr/]. Similarly, once
trained, Python users can employ all-encompassing tidyMS122 [https://
tidyms.readthedocs.io/en/latest/] or OpenMS123 [https://openms.de/]
for data processing and seaborn or matplotlib for visualization. Uti-
lizing open-source tools provides -omics scientists with greater flex-
ibility and a broader array of solutions, as seen in projects and
toolboxes like metaRbolomics within Bioconductor124. This approach
also decreases dependence on costly vendor software and supports
scalable, reproducible, and standardized workflows.

Moreover, proficiency in these programming languages fosters
adaptability in tackling emerging challenges in metabolomics and
lipidomics research. By developing these skills, researchers can
enhance their own analyses and extract deeper insights from complex
omics data. This, in turn, drives advancements, for instance, in bio-
marker discovery, disease mechanisms, or personalized medicine
within clinical and biomedical sciences.

Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Code availability
The GitBook can be accessed at: [https://laboratory-of-lipid-
metabolism-a.gitbook.io/omics-data-visualization-in-r-and-python/].
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